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Abstract 

 A posteriori error estimation method for the finite element thermal analysis is presented.  The 

error of heat flux in finite element approximation is determined from the difference between the computed 

continuous and discontinuous fluxes.  The continuous flux is computed by using the flux-based 

formulation while the standard linear element interpolation functions are used to compute the 

discontinuous flux.  To measure the global error, the L2

 

1. Introduction 

 norm error is selected to find the root-mean-

square error over the entire domain.  In the paper, the finite element formulation and its detailed finite 

element matrices are presented.  Accuracy of the estimated error is measured by the percentage relative 

error, the ratio between the error and solution norms.  Several examples are presented to evaluate the 

performance and accuracy of the proposed error estimation method. 

Keywords: Finite Element Method, Thermal Analysis, Error Estimation, Flux-Based Formulation 

The finite element method has been widely 

used to analyze a large number of engineering 

problems during the past decades [1,2].  In the 

prediction of the solutions for the Poisson’s equa-

tion, the conventional finite element formulation 

with standard element types is normally employed.  

The triangular and tetrahedral elements are fre-

quently used in the analysis due to their simplicity 

in constructing finite element meshes for complex 

geometry problems. However, the solution accu-

racy is normally low and may not be acceptable, 

even though the computational time is saved as 

compared to the use of the higher-order elements. 

The solution accuracy may be improved through 

the use of the p-method by increasing or decree-

sing the orders of the element interpolation func-

tions [2], or the h-method of adaptation where the 

mesh is globally or locally refined or coarsened 

[3,4]. 

The objective of this paper is to develop an 

alternative finite element method to improve the 

predicted solution of the two-dimensional Pois-

son’s equation. Since the nodeless variable finite 

elements use the quadratic interpolation functions 

to express the solution distribution over the ele-

ment without requiring additional actual nodes, 

the solution accuracy is increased.  In addition, 
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the paper introduces and applies the flux-based 

formulation to derive the finite element matrices 

for the nodeless variable element. Such formula-

tion can simplify the computational effort as com-

pared to the conventional finite element method.   

The efficiency of the combined nodeless 

variable finite element method using flux-based 

formulation is evaluated by several examples that 

have exact solutions. 

2. Nodeless variable finite element method 

2.1 Governing equations and boundary condi-

tions 

The Poisson’s equation for two-dimensional 

domain in x-y coordinate system as shown in Fig. 

1 can be written in the conservation form as, 

 
{ } { } ( )yxf

y
F

x
E ,=

∂
∂

+
∂
∂

 (1) 

where ( )yxf ,  denotes the source function. The 

flux vector components { }E  and { }F  contain the 

heat flux components for thermal analysis or the 

stress components for structural analysis given by, 

 { } { }
x
UcE
∂
∂

−=  and { } { }
y
UcF
∂
∂

−=  (2) 

where U is the primary variable and c is the 

material property that depends on types of pro-

blem.  
 

 
Fig. 1. Two-dimensional domain and boundary 

conditions for Poisson’s problem. 

The Poisson’s equation shown in Eq. (1) is to be 

solved together with appropriate boundary 

conditions that may consist of, 

 11  on    ),( SyxU  (3a) 

 { } { }( ) 2 on    SqUUd
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∂
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==∑
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 are constants and q is the 

secondary variable. 

2.2. Nodeless variable flux-based finite element 

formulation 

The flux-based formulation [5,6] is imple-

mented to derive the corresponding finite element 

equations for a nodeless variable element. For 

the triangular nodeless variable element, the dis-

tribution of the primary variable over the element 

is assumed in the form, 

  (4) 

where ( ) yxN , consists of the element inter-

polation functions, and { }U  is the vector of the 

unknown primary variables and the nodeless 

variables. The nodal primary variables are U1 

through U3, while U4 through U6 are the nodeless 

variables.  The element interpolation functions, N1, 

N2, N3 are identical to the element interpolation 

functions L1, L2, L3

324 LLN =

 used for the standard three-

node triangular element.  The nodeless variable 

interpolation functions implemented in this paper 

are, 

  ; 315 LLN =  ; 216 LLN =  (5) 

Each nodeless variable interpolation func-

tion varies quadratically along one edge and va-

nishes along the other edges. To derive the finite 

element matrices by means of the flux-based for-

mulation, the method of weighted residuals is first 

applied to Eq. (1), 

 { } { } 0Ω),(
Ω

=





 −

∂
∂

+
∂
∂

∫ dyxf
y
F

x
ENi  (6) 

where Ω is the element domain. The Gauss’s 

theorem is then applied to the flux derivative 

terms to yield, 

S1 

S2 

S 

Ω 

x 

y 

 

2on)( S     qUU
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where S is the element boundary.  Substituting 

Eqs. 7(a)-(b) into Eq. (6) to yield, 

{ } { } { } +Γ=Ω
∂
∂

+Ω
∂
∂

∫∫∫
ΩΩ S

xi
ii dnENdF

y
N

dE
x

N
 

 { } ∫∫
Ω

Ω−Γ dyxfNdnFN i
S

yi ),(  (8) 

In the flux-based formulation, the element 

flux distributions are computed from the actual 

nodal fluxes as, 

 { } { }  { }n

i
ii ENENE ==∑

=

3

1

 (9a) 

 { } { }  { }n

i
ii FNFNF ==∑

=

3

1

 (9b) 

where  N are the standard linear element 

interpolation functions, i.e.,  321 LLL . The 

{ }nE  and { }nF  are the vectors of the actual 

nodal fluxes, 
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Determination of nodal fluxes depends on 

the types of problem considered.  For heat trans-

fer problem, as an example, the nodal heat fluxes 

are related to the temperature gradients through 

the Fourier’s law given by, 
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Substituting Eq. (10) into Eq. (8), the finite 

element equations are, 

 [ ]{ } [ ]{ } { } { }BRFDED yx +−=+  (12) 

where the matrices [ ]xD and [ ]yD in Eq. (12) are, 

[ ]  ∫ 

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
∂
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=
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

∂
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=
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y dA N
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ND  (13) 

and A is the element area. The element nodal 

vector { }R  associated with the source variable is, 

 { } { }∫=
A

dA yxfNR ),(  (14) 

and the vector { }B representing the boundary 

nodal vector is, 

 

{ } { }  { } { }( )

{ }  { }∫

∫
=

+=

S
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qdANN
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 (15) 

where l and m are the components of the unit 

vector normal to the element boundary. The vec-

tor { }q  appearing in the above Eq. (15) may be 

replaced by different types of boundary conditions 

as shown in Eq. (3b). The interpolation functions 

in Eq. (15) needed for integration along a typical 

element side s in Fig. 2 are, 

 
L
xN −=11 ; 

L
xN =2  ; 






 −=

L
x

L
xN 13  (16) 

where L is the length of element edge and x is 

the local coordinate along the edge starting from 

node 1. The finite element equations, Eq. (12) are 

derived for all the elements prior to assembling to 

yield the system equations. Appropriate boundary 

conditions of the given problem are then applied. 

Finally, the system equations are solved for the 

nodal solutions and the nodeless variables. 

 
 

l

m

 
 

Fig. 2. Discretization of boundary tractions into 

nodal quantities. 
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It should be noted that, in solving the same 

Poisson’s equation, the conventional finite ele-

ment equations are normally appeared in the form 

[2] 

 [ ]{ } { } { }BRTK −=  (17) 

where the matrices [ ]K ,{ }R , and{ }B are defined 

by, 
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 { } { }∫ ⋅=
S
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3. A posteriori error estimation 

3.1 Flux-based formulation for nodal fluxes 

Typical heat flux distributions computed by 

using the conventional finite element formulation 

for standard three-node triangles are shown in Fig. 

3. The computed fluxes are constant and thus 

discontinuous between elements. Figure 4 shows 

the concept for continuous flux distributions for 

same triangular mesh by using the flux-based 

formulation. 

 
Fig.3 Discontinuous fluxes. 

 
Fig.4 Continuous fluxes. 

Errors of fluxes in the conventional finite 

element approximation are determined from the 

difference between the computed continuous and 

discontinuous fluxes.  The errors of flux gradients 

are defined by 

 STFB
g gge −=  (19) 

where FBg  are flux-based element gradients and 
STg  are standard element gradients. 

The method of weighted residuals is ap-

plied to Eq. (19), 

 [ ] ( ) 0Ω
Ω

=−∫ dggN STFBT  (20a) 

or [ ] ( ) [ ] ( )∫∫ =
ΩΩ

ΩΩ dgNdgN STTFBT  (20b) 

By substituting the element flux distributions from 

Eq. (9) into the left hand side of Eq. (20b), 

 [ ]{ } [ ]{ }UGgM FB =  (21) 

where [ ]M  is the mass matrix defined by, 

 [ ] [ ] [ ]∫=
Ω

ΩdNNM T  (22a) 
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
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x
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T  (22b) 

and { }FBg  is the vector of the flux-based nodal 

fluxes.  The finite element equations in Eq. (21) 

for the thermal analyze is 
 [ ]{ } [ ]{ }TGkqM FB −=  (23) 

3.2 Error estimator 

To measure the global error, the L2 norm 

error is selected to find the root-mean-square 

error over the entire domain. From Eq. (19), the 

square of the finite element L2

( )∫
Ω

Ω−= dgge STFB
L

FE
g

22

2

 norm error for the 

gradients is 

  (24) 

By applying the same concept onto the 

errors of gradients, the finite element equations 

for the finite element error square are, 

   [ ][ ]   [ ]{ }UGggMge FBFBFB
L

FE
g +=

2

2
 

   [ ]{ }UKU+  (25) 

where [ ]K  is the matrix defined by, 
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The finite element global error for the 

gradients is computed from 

 
2

1
2

2 







= ∑ d

element
L

FE
gg

FE
g Aee  (27) 

where dA is the total domain area.  For the 

problems that has exact solution, the square of 

exact L2

( )∫
Ω

Ω−= dgge FBEX
L

FB
g

22

2

 norm error for gradients is 

  (28a) 

and ( )∫
Ω

Ω−= dgge STEX
L

ST
g

22

2
 (28b) 

where EXg  are exact element gradients, 2

2L
FB
ge  

is the square of error for flux-based element, and 
2

2L
ST
ge is the square of error for standard ele-

ment. By applying the same procedure, the exact 

global error for both flux-based element and stan-

dard element are 

 
2

1
2

2 





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= ∑ d
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L

FB
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FB
g Aee  (29a) 
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2

1
2

2 







= ∑ d

element
L

ST
gg
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g Aee  (29b) 

From the concept of measuring discreteza-

tion error in the elastic problem which is referred 

as the Z
2

100
2

2 ×=
L

L

u
e

η

-error estimate [7], the percentage rela-

tive error is defined by, 

  (30) 

where 
2Le is the error in the L2

2Lu

 norm and 

is L2

η

 norm of the solution.  The mesh 

adaptation process is terminated when the value 

of  is less than 5% which is reasonable for 

many enginee-ring applications [2,7]. 

4. Numerical examples 

To evaluate the performance and accuracy 

of the combined nodeless variable finite element 

method with flux-based formulation and the pro-

posed error estimation method, two problems is 

studied and presented.  These problems are: (1) 

a rectangular plate with specified edge 

temperature and (2) a square domain with source 

function. 

4.1 Rectangular plate with specified edge tem-

perature 

The first example for evaluating the perfor-

mance of the nodeless variable flux-based finite 

element method is to solve the Laplace’s equa-

tion for a rectangular plate.  The plate has a 

specified sine function of temperature along the 

upper edge as shown in Fig. 5.  

 

 

 

 

 

 

 

 

Fig. 5. Problem statement of a rectangular plate 

with specified edge temperature. 

The exact solution for the temperature distribution 

in the plate is [8], 

 ( ) ( )
( )2sinh

2sinh2siny),(
π

ππ yxxT =  (31) 

Due to symmetry, only the left-half of the plate is 

modeled by using four structured finite element 

meshes. The first mesh (T3NL–M1) with 2 node-

less variable elements (4 nodes), the second 

mesh (T3NL–M2) with 8 nodeless variable ele-

ments (9 nodes), the third mesh (T3NL–M3) with 

72 nodeless variable elements (49 nodes), and 

the fourth mesh (T3NL–M3) with 200 nodeless 

variable elements (121 nodes) are shown in Fig. 

6. The figure also shows the predicted tempe-

rature contours obtained from the fourth mesh 

symmetry 

x 

y 

( )2sin)( xxT π=  

T = 0 

T = 0 

02 =∇ T  in Ω 
for 10 ≤≤ x  ; 

10 ≤≤ y  

A 

A 



CST-014418 
 

 

model. Figure 7 shows the comparison between 

the exact solution and the nodeless variable flux-

based finite element solution obtained from the 

fourth mesh model along section AA. The L2 

norm and percentage relative errors of the exact 

global error using the flux-based and standard 

elements together with the approximate global 

error are shown in Table 1. 

    
 a) T3NL–M1 b) T3NL–M2 c) T3NL–M3 

   
 d) T3NL–M4 e) contours 

Fig. 6. Structured mesh models and the fourth 

mesh temperature contours. 
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0.0 0.2 0.4 0.6 0.8 1.0

NLFB
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Fig. 7. Comparison between the exact and 

predicted solutions along section AA. 

 

Table 1 Comparisons for global errors of a 

rectangular plate with specified edge temperature. 

Element 
g

FBge , 

( )FBη  

g
ST
ge , 

( )STη  

g
FEge , 

( )FEη  

T3NL–M1 0.455 (33.28%) 0.527 (36.66%) 0.267 (20.75%) 

T3NL–M2 0.182 (16.44%) 0.242 (20.77%) 0.160 (14.55%) 

T3NL–M3 0.027 (2.83%) 0.038 (3.90%) 0.026 (2.75%) 

T3NL–M4 0.010 (1.02%) 0.013 (1.41%) 0.009 (0.98%) 

4.2 Square domain with source function 

The second problem is to solve the Pois-

son’s equation with a specified source function. 

The problem statement of a unit square domain 

with specified boundary conditions is given in Fig. 

8.  The specified source function over the plate is 

[9], 

 ( ) ( )( ) ( )( )xyyyxxyxf 211421114, −−−−−−=

 ( ) ( ) ( )[ ]yyxxyx −+−+++ 117212  (32) 

 

 

 

 

 

 

 

Fig. 8. Problem statement of a unit square 

domain with specified source function. 

The exact solution for the primary variable distri-

bution is, 

 ( ) ( ) ( )( )yxyyxxyxT 72111, ++−−=  (33) 

Figure 9 shows the three structure finite 

element mesh models with 32, 128 and 512 

nodeless variable finite elements, respectively. 

The first T3NL–M1, the second T3NL–M2 and the 

third T3NL–M3 consist of 25, 81 and 289 nodes 

respectively. The figure also shows the predicted 

solution contours obtained from the third mesh 

model. The comparisons between the exact and 

three nodeless variable flux-based finite element 

solutions along the edge x = 0.5 are shown in Fig. 

10. The L2 norm and percentage relative errors of 

the exact global error using the flux-based and 

standard elements together with the approximate 

global error are presented in Table 2. 

x 

y 

U = 0 

U = 0 U = 0 

U = 0 

fU −=∇ 2   in Ω 

for 10 ≤≤ x  ;  

10 ≤≤ y  
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 a) T3NL–M1 b) T3NL–M2 

   
 c) T3NL–M3 d) contours 

Fig. 9.  Structured mesh models and the fourth 

mesh temperature contours. 

0.0

0.1

0.2

0.3

0.4

0.0 0.2 0.4 0.6 0.8 1.0

T3NL–M1
T3NL–M2
T3NL–M3
Exact

Fig. 10. Comparison between the exact and three 

finite element solutions along the edge x = 0.5. 

Table 2 Comparisons of global errors for a unit 

square domain with specified source function. 

Element 
g

FBge , 

( )FBη  

g
ST
ge , 

( )STη  

g
FEge , 

( )FEη  

T3NL–M1 0.210 (19.98%) 0.283 (25.20%) 0.190 (19.22%) 

T3NL–M2 0.065 (6.96%) 0.089 (9.29%) 0.061 (6.52%) 

T3NL–M3 0.018 (1.99%) 0.025 (2.72%) 0.017 (1.88%) 

5. Conclusions 

The nodeless variable finite element me-

thod using flux-based formulation was developed 

to analyze two-dimensional thermal problems. 

The nodeless variable finite element and its inter-

polation functions were described. The flux-based 

formulation was developed and applied to the 

nodeless variable finite element to reduce the 

computational complexity as compared to the 

conventional finite element method.  Performance 

of the combined procedure was evaluated by 

using two problems which have exact solutions 

for comparison. These problems demonstrate that 

the combined nodeless variable finite element 

method using flux-based formulation helps increa-

sing the analysis solution accuracy while reducing 

the total number of unknowns as compared to the 

conventional finite element method. 
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